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Introduction 

Class3Dp is a software tool developed for supervised classification of 
photogrammetric point clouds. It allows the selection of training samples 
and classification of point clouds according to different features and 
machine learning models. Point clouds obtained from photogrammetric 
algorithms (e.g., Structure from Motion) include spectral information 
recorded in the image acquisition process using RGB, multispectral or 
hyperspectral sensors. The software extracts spectral and geometric 
features from the point clouds to be used for point classification. 

How to use Class3Dp 

Installation, requirements and execution 
Download Class3Dp from [http://cgat.webs.upv.es/software/], then unzip it 
into the selected directory. The software is distributed as a portable version. 
To execute Class3Dp, click on the file Class3Dp.exe and, automatically, 
the graphical user interface of the software will be displayed. 

Input data 
The input data required vary according to the processes the user wants to 
execute. Two possible input data are: 

 Photogrammetric point cloud obtained from RGB images in “.las” 
format, versions 1.2 and 1.3. 

 Photogrammetric point cloud obtained from multispectral images 
(.txt). 

The use of different file formats depends on the bands contained in the 
point cloud.  The “.las” format only supports 3 wavelengths, being mostly 
used by the red (R), green (G) and blue (B) bands. For classifying 
multispectral point clouds, the user must enter as input a .txt file containing 
the columns (Figure 1):  

 X: Coordinate X. 
 Y: Coordinate Y. 
 Z: Coordinate Z. 
 Blue: Blue band digital number stored in 8 or 16 bits. 
 Green: Green band digital number stored in 8 or 16 bits. 
 Red: Red band digital number stored in 8 or 16 bits. 
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 RedEdge: RedEdge band digital number stored in 8 or 16 bits. 
 NIR: NIR band digital number stored in 8 or 16 bits. 

 

 

Figure 1. Display of multispectral point cloud data in ".txt" format. 

The delimiter value of entry “txt" files is the space.  These files must not 
contain headers. “txt” is a standard output file format for photogrammetric 
software (e.g., Agisoft Metashape). Currently, with regard to the 
classification of multispectral point clouds, the software only allows the 
classification of multispectral point clouds composed of 5 bands (blue, 
green, red, red edge and near-infrared). 

Output data 
For point clouds in ".las" format, the classification result is stored in the 
"Classification" field of the input file. Whereas in the case of point clouds 
in ".txt" format, the result is stored in a new column of the input file, 
located last. The result of both classifications are integers, whose values are 
related to the order previously assigned in the training sample. 

Graphical User Interface 
The graphical user interface consists mainly of a menu bar and a toolbar. In 
the menu bar, options File and Help are available: 

 File: allows loading or closing the point clouds to be classified. 
 Help: provides some help to the user on how to use the software. 

The toolbar is divided into 3 tabs Samples, RGB Classification and MS 
Classification: 

 Samples: Selection of training samples from the input point cloud.  
 RGB Classification: classification of an RGB point cloud.  
 MS Classification: classification of a multispectral point cloud. 
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Figure 2. Main window of the Class3Dp software. 

1. Samples 
In the "Samples" tab (Figure 2), there is a small box with instructions on 
how to control the 3D viewer. To start the viewer, the user must select a 
point cloud using "File / Open" from the menu bar. Clicking on the "Open" 
option will open a selection window, in which ".las" (RGB point clouds) or 
".txt" (multispectral point clouds) files can be selected. After selecting a 
RGB point cloud, press the "Open Viewer" button, which is enabled once 
the point cloud is loaded. In the case of multispectral point clouds, a new 
window is shown, in which the user can select the channels to be displayed, 
as well as the enhance value,  which multiplies the values of the digital 
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levels of the points. The values of the loaded multispectral point cloud are 
displayed in (Figure 3). As in the case of RGB point clouds, the user must 
click on the "Open Viewer" button to view the point cloud. 

 

Figure 3. Multispectral point cloud channel selection window. 

Once the "Open Viewer" button is pressed, the point cloud starts loading, 
which may take a few seconds depending on the size of the file. At the end 
of the loading process, the point cloud is displayed in the viewer (Figure 4). 

 

Figure 4. Class3Dp software visualising a point cloud of 41.7 million points. 

The controls for selecting training samples are detailed below (Table 1): 

Table 1. Controls for handling the point cloud viewer. 

View 
manipulation 

The position of the camera viewpoint is indicated by a red-green-blue cursor, with 
segments corresponding to x, y and z axes. Perform LMB (LMB/RMB stands for 
left/right mouse button) drag to rotate the viewpoint. Perform LMB drag while hold 
Shift to pan the viewpoint. Double clicking the LMB moves the look at position to a 
point near the mouse cursor. 
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Point selection 
Hold Ctrl/Ctrl-Shift while LMB dragging a box to add/remove points to the current 
selection. Hold Ctrl/Ctrl-Shift while LMB clicking on a point to add/remove a single 
point from the current selection. Click the RMB to clear the current selection. 

Save selection Press Ctrl+S to save a point cloud with the points selected.  

Hot keys 

Key Description 
5 Toggle between orthographic/perspective projection 
1 Look along +y direction 
3 Look along -x direction 
7 Look along -z direction 
C Set look at position to mean position of selected points 

 

 

For the classification of the point cloud, the training samples must be saved 
in separate files for each class. That is, there will be as many files as classes 
to be classified. Once the training samples of a class have been saved, the 
user must delete the selection (RMB), and continue with the selection of 
new samples. 

The files containing the training samples must be in ".las" format in the 
case of classifying RGB point clouds, and in ".txt" format in the case of 
classifying multispectral point clouds. 

Currently the Class3Dp point cloud viewer only supports point clouds in 
UTM (Universal Transverse Mercator) coordinate system. 

2. RGB Classification 
The "RGB Classification" tab (Figure 5) allows the user to perform the 
classification of a point cloud from training samples of different classes 
previously selected. First, the user must select the number of classes. 
Depending on the number of classes, different options will be enabled to 
select the paths where the ".las" files containing the training samples for 
each class are located. Similarly, the user will have to select the point cloud 
to be classified.  

Five different machine learning methods are available for classification 
(Decision Tree (Breiman et al., 1984), Extra Trees (Geurts et al., 2006), 
MultiLayer Perceptron (Hinton, 1990), Gradient Boosting (Friedman, 
2001) and Random Forest (Breiman, 2001)). These classification methods 
are obtained from the Sklearn library. In addition, a method called 
"Automatic selection" has been included. This last option performs an 
adjustment using the 5 different methods described above. Automatically, it 
chooses the model with the highest cross-validation score (Refaeilzadeh et 
al., 2009). During the execution of the classification, a console will appear 
with the status of the process.  
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Figure 5. "RGB Classification" tab window. 

Within this window, a search can be performed for the best 
hyperparameters that match the classification method selected by the user, 
in case this box is not checked, default parameters are taken. The 
hyperparameters to be evaluated can be seen in Table 2 

Table 2. Hyperparameters used in the models’ fine-tuning. 

Model 
Hyperparameter #1 

(values) 
Hyperparameter #2 

(values) 
Hyperparameter #3 

(values) 
Hyperparameter #4 

(values) 
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Decision Tree 
Extra Trees 

Gradient Boosting 

Maximum depth of 
the tree (5, 10, 

None) 

Minimum number of 
samples required to 

split an internal node 
(2, 3, 5) 

Minimum number of 
samples required to 
be at a leaf node (1, 

2, 5) 

- 

Random Forest 
Number of trees in 

the forest (200, 500) 

Number of features 
to consider ('auto', 

'sqrt', 'log2') 

Maximum depth of 
the tree (4, 5, 6, 7, 8) 

Function to measure 
the quality of a split 
(‘gini’, ‘entropy’) 

MultiLayer 
Perceptron 

Number of neurons 
in the ith hidden 
layer (50,50,50), 

(50,100,50), (100) 

Activation ('tanh', 
'relu') 

Solver ('sgd', 'adam') Alpha (0.0001, 0.05) 

 

The calculated model can be saved by selecting the checkbox "Check the 
box to save the model". This allows to reuse the model later. The loading of 
a previously saved model is done in a similar way. For the correct loading 
of the model, the user must select the same features used to generate the 
model. To do this, use the window "Feature Selection", then the features 
can be selected and introduced into the model. The available features are 
shown in table 3. 

Table 3. Features used in the RGB classification. 

Type Name (Description) Equation Reference 

Geometrical Coordinate X of the point X - 
Geometrical Coordinate Y of the point Y - 
Geometrical Height of the point Z - 

Spectral Blue value of the point Blue - 
Spectral Green value of the point Green - 
Spectral Red value of the point Red - 
Spectral BI (Brightness) ρ + ρ + ρ  (Fraser et al., 2017) 

Spectral 
CIVE (Color Index of 

Vegetation) 

0.441 ∗ ρ − 0.881 ∗ ρ

+ 0.385 ∗ ρ

+ 18.78745 
(Kataoka et al., 2003) 

Spectral 
EXG (Index Excess Green 

Minus Excess Red) 
(2 ∗ ρ − ρ − ρ ) − (1.4 ∗ ρ

− ρ ) 
(Neto, 2004) 

Spectral ExG (Index Excess Green) (2 ∗ ρ −ρ − ρ ) (Woebbecke et al., 
1995) 

Spectral GLI (Green Leaf Index) 
(2 ∗ ρ −ρ − ρ )/(2 ∗ ρ

+ ρ + ρ ) 
(Vala & Baxi, 2013) 

Spectral GR (Green divided by red) ρ /ρ  (Fraser et al., 2017) 

Spectral 
MGVRI (Modified Green-

Red Vegetation Index) 
(ρ − ρ )/(ρ + ρ ) (Barbosa et al., 2019) 

Spectral 
NBRDI (Normalised Blue-

Red Difference Index) (ρ − ρ )/(ρ + ρ ) 
(Carbonell-Rivera et 

al., 2020) 

Spectral 
NGBDI (Normalised Green-

Blue Difference Index) 
(ρ − ρ )/(ρ + ρ ) (Shimada et al., 2012) 

Spectral 
NGRDI (Normalised Green-

Red Difference Index) 
(ρ − ρ )/(ρ + ρ ) (Hunt et al., 2005) 

Spectral 
NormG (Normalized 

Greeness) 
ρ /(ρ + ρ + ρ ) (Stricker et al., 2014) 
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Spectral 
RGRI (Red Green Ratio 

Index) 
ρ /ρ  

(Gamon & Surfus, 
1999) 

Spectral 
SAVI (Soil Adjusted 

Vegetation Index) 
(1.5 ∗ (ρ − ρ ))/(ρ + ρ

+ 0.5) 
(A. R. Huete, 1988) 

Spectral 
VARI (Visual Atmospheric 

Resistance Index) 
(ρ − ρ )/( ρ + ρ − ρ ) (Gitelson et al., 2002) 

Spectral 
vNDVI (Visible Normalized 
Difference Vegetation Index) 

0.5268 ∗ ρ . ∗ ρ .

∗ ρ .  
(Costa et al., 2020) 

Neighbourhood 
Numbers (Number of 

neighbours) 𝑛 - 

Neighbourhood 
spectral 

NGRDI_mean (Mean 
NGRDI of the point and its 

neighbouring points) 
NGRDI 𝑆 =

1

𝑛
NGRDI(𝑆

,
)  - 

Neighbourhood 
spectral 

NGRDI_std (Standard 
deviation NGRDI of the 

point and its neighbouring 
points) 

(∑ (NGRDI(𝑆
,
) − NGRDI 𝑆 ) )

𝑛 − 1
 - 

Neighbourhood 
Geometrical 

Dist_mean (Mean distance of 
the point with its 

neighbouring points) 
�̅� 𝑆 , 𝑝 =

1

𝑛
𝑑(𝑆 , , 𝑝)  - 

Neighbourhood 
Geometrical 

Dist_std (Standard deviation 
of the point with its 

neighbouring points) 

[(∑ (𝑑 𝑆𝑝,𝑖, 𝑝 − 𝑑 𝑆𝑝, 𝑝 ) )]/(𝑛 − 1)

𝑛 − 1
 - 

Neighbourhood 
geometrical 

Z_mean (Mean height of the 
point and its neighbours) 

𝑧̅ 𝑆 =
1

𝑛
(𝑧(𝑆

,
)  - 

Neighbourhood 
geometrical 

Z_std (Standard deviation 
height of the point and its 

neighbours) 

(∑ (𝑧(𝑆
,
) − 𝑧̅ 𝑆 ) )

𝑛 − 1
 - 

Neighbourhood 
geometrical 

Dif_Z (Maximum height of 
the neighbourhood minus 

minimum height of the 
neighbourhood) 

max 𝑧(𝑆 ) − min (𝑧(𝑆 )) - 

Neighbourhood 
geometrical 

Z_Zmin (Height of the point 
minus neighbourhood 

minimum height) 
𝑧(𝑝) − min (𝑧(𝑆 )) - 

Neighbourhood 
geometrical 

Zmax-Z (Maximum height of 
the neighbourhood minus 

height of the point) 
max 𝑧(𝑆 ) − 𝑧(𝑝) - 

Neighbourhood 
geometrical 

Sum_λ (Sum of eigenvalues) 𝜆 + 𝜆 + 𝜆  (Rusu, 2010) 

Neighbourhood 
geometrical 

Omnivariance 𝜆 · 𝜆 · 𝜆  (West et al., 2004) 

Neighbourhood 
geometrical 

Eigenentropy − 𝜆 · ln(𝜆 ) (West et al., 2004) 

Neighbourhood 
geometrical 

Anisotropy (𝜆 − 𝜆 )/𝜆  (West et al., 2004) 

Neighbourhood 
geometrical 

Planarity (𝜆 − 𝜆 )/𝜆  (West et al., 2004) 

Neighbourhood 
geometrical 

Linearity (𝜆 − 𝜆 )/𝜆  (West et al., 2004) 

Neighbourhood 
geometrical 

Surface Variation 𝜆 /(𝜆 + 𝜆 + 𝜆 ) (Rusu, 2010) 

Neighbourhood 
geometrical 

Sphericity 𝜆 /𝜆  (West et al., 2004) 

Neighbourhood 
geometrical 

Verticality 1-nz (Demantké et al., 2012) 
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Once the training samples are selected, the point cloud to classify is added, 
and the classification method and the features have been selected, the user 
can click on the "Execute" button and the classification process starts. 
During the execution, the user can visualize at any time information of the 
process being carried out (calculation of the variables, model adjustment or 
classification of the point cloud from the calculated model).  

After determining the classification model, for the evaluation of the model, 
the mean cross-validation score and the cross-validation score of each fold 
are displayed. Likewise, the confusion matrix obtained from the evaluation 
of the learning samples in the adjusted model is shown. In addition, the 
permutation importance (Breiman, 2001) obtained by each feature in the 
classification is displayed. This information can be used for the user to 
perform a dimensional reduction. 

 

If the process has been successfully completed a new window is displayed 
(Figure 6).  

 
Figure 6. Process completion window. 

3. MS Classification 
The multispectral classification shows a very similar window as the RGB 
classification. The main differences are the use of ".txt" files in the point 
clouds and the selection of new features derived from the additional bands 
used in this format (NIR and Rededge). The features that can be calculated 
are shown in table 4. 

Table 4. Features used in the multispectral classification. 

Type Name (Description) Equation Reference 

Geometrical Coordinate X of the point X - 
Geometrical Coordinate Y of the point Y - 
Geometrical Height of the point Z - 

Spectral Blue value of the point Blue - 
Spectral Green value of the point Green - 
Spectral Red value of the point Red - 



10 
 

Spectral RedEdge value of the point RedEdge - 
Spectral NIR value of the point NIR - 

Spectral 
ARVI (Atmospherically Resistant 

Vegetation Index) 
(ρ − ρ )/(ρ + ρ ), ρ = ρ −

[ρ − ρ /2] 

(Kaufman & Tanre, 
1992) 

Spectral BI (Brightness) ρ + ρ + ρ  (Fraser et al., 2017) 

Spectral 
DVI (Differential Vegetation 

Index) ρ − ρ  
(Richardson & 
Wiegand, 1977) 

Spectral EVI (Enhanced Vegetation Index) 
[2.5 · (ρ − ρ )]/[(ρ + 6 · ρ

− 7.5 · ρ + 1)] 
(A. Huete et al., 1999) 

Spectral 
GNDVI (Green Normalised 

Difference Vegetation Index) 
(ρ − ρ )/(ρ + ρ ) (Gitelson et al., 1996) 

Spectral GR (Green divided by red) ρ /ρ  (Fraser et al., 2017) 

Spectral 
IPVI (Infrared Percentage 

Vegetation Index) 
ρ /(ρ + ρ ) (Ray et al., 1993) 

Spectral 
MSAVI (Modified Soil-Adjusted 

Vegetation Index) 
(2 · ρ + 1 − [(2 · ρ + 1) − 8

· (ρ − ρ )] . )/2 
(Qi et al., 1994) 

Spectral 
MSR (Modified Simple Ratio 

Index) ρ /(ρ /ρ ) .  (Chen, 1996) 

Spectral 
NDVI (Normalised Difference 

Vegetation Index) (ρ − ρ )/(ρ + ρ ) (Rouse et al., 1974) 

Spectral 
NBRDI (Normalised Blue-Red 

Difference Index) (ρ − ρ )/(ρ + ρ ) 
(Carbonell-Rivera et 

al., 2020) 

Spectral 
NGBDI (Normalised Green-Blue 

Difference Index) 
(ρ − ρ )/(ρ + ρ ) (Shimada et al., 2012) 

Spectral 
NGRDI (Normalised Green-Red 

Difference Index) 
(ρ − ρ )/(ρ + ρ ) (Hunt et al., 2005) 

Spectral NormG (Normalised Greenness) ρ /(ρ + ρ + ρ ) (Stricker et al., 2014) 

Spectral 
OSAVI (Optimised Soil Adjusted 

Vegetation Index) (ρ − ρ )/(ρ + ρ + 0.16) (Rondeaux et al., 1996) 

Spectral 
RDVI (Renormalised Difference 

Vegetation Index) (ρ − ρ )/(ρ + ρ ) .  
(Roujean & Breon, 

1995) 

Spectral RGRI (Red Green Ratio Index) ρ /ρ  
(Gamon & Surfus, 

1999) 
Spectral RVI (Ratio Vegetation Index) ρ /ρ  (Jordan, 1969) 

Spectral 
SARVI (Soil and Atmospherically 

Resistant Vegetation Index) 
[1.5 · (ρ − ρ )]/(ρ + ρ +

0.5), ρ = ρ − [ρ − ρ /2] 
(A. R. Huete, 1988) 

Spectral 
SAVI (Soil Adjusted Vegetation 

Index) 1.5 · (ρ − ρ )/(ρ + ρ + 0.5) (A. R. Huete, 1988) 

Spectral 
SR (Simple Ration Vegetation 

Index) ρ /ρ  (Tucker, 1979) 

Spectral 
SRxNDVI (Simple 

Ratio × Normalised Difference 
Vegetation Index) 

(ρ − ρ )/(ρ + ρ ) (Gong et al., 2003) 

Neighbourhood  Numbers (Number of neighbours) 𝑛 - 

Neighbourhood 
spectral 

NDVI_mean (Mean NDVI of the 
point and its neighbouring points) 

𝑁𝐷𝑉𝐼 𝑆 =
1

𝑛
𝑁𝐷𝑉𝐼(𝑆

,
)  - 

Neighbourhood 
spectral 

NDVI_std (Standard deviation 
NDVI of the point and its 

neighbouring points) 

(∑ (𝑁𝐷𝑉𝐼(𝑆
,
) − 𝑁𝐷𝑉𝐼 𝑆 ) )

𝑛 − 1
 - 

Neighbourhood 
geometrical 

Dist_mean (Mean distance of the 
point with its neighbouring 

points) 
�̅� 𝑆 , 𝑝 =

1

𝑛
𝑑(𝑆 , , 𝑝)  - 

Neighbourhood 
geometrical 

Dist_std (Standard deviation of 
the point with its neighbouring 

points) 

(∑ (𝑑 𝑆𝑝,𝑖, 𝑝 − 𝑑 𝑆𝑝, 𝑝 ) )

𝑛 − 1
 - 
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Neighbourhood 
geometrical 

Z_mean (Mean height of the point 
and its neighbours) 

𝑧̅ 𝑆 =
1

𝑛
(𝑧(𝑆

,
)  - 

Neighbourhood 
geometrical 

Z_std (Standard deviation height 
of the point and its neighbours) 

(∑ (𝑧(𝑆
,
) − 𝑧̅ 𝑆 ) )

𝑛 − 1
 - 

Neighbourhood 
geometrical 

Dif_Z (Maximum height of the 
neighbourhood minus minimum 

height of the neighbourhood) 
max 𝑧(𝑆 ) − min (𝑧(𝑆 )) - 

Neighbourhood 
geometrical 

Z_Zmin (Height of the point 
minus neighbourhood minimum 

height) 
𝑧(𝑝) − min (𝑧(𝑆 )) - 

Neighbourhood 
geometrical 

Zmax-Z (Maximum height of the 
neighbourhood minus height of 

the point) 
max 𝑧(𝑆 ) − 𝑧(𝑝) - 

Neighbourhood 
geometrical 

Sum_λ (Sum of eigenvalues) 𝜆 + 𝜆 + 𝜆  (Rusu, 2010) 

Neighbourhood 
geometrical 

Omnivariance 𝜆 · 𝜆 · 𝜆  (West et al., 2004) 

Neighbourhood 
geometrical 

Eigenentropy − 𝜆 · ln(𝜆 ) (West et al., 2004) 

Neighbourhood 
geometrical 

Anisotropy 
(𝜆 − 𝜆 )/𝜆  (West et al., 2004) 

Neighbourhood 
geometrical 

Planarity 
(𝜆 − 𝜆 )/𝜆  (West et al., 2004) 

Neighbourhood 
geometrical 

Linearity 
(𝜆 − 𝜆 )/𝜆  (West et al., 2004) 

Neighbourhood 
geometrical 

Surface Variation 
𝜆 /(𝜆 + 𝜆 + 𝜆 ) (Rusu, 2010) 

Neighbourhood 
geometrical 

Sphericity 
𝜆 /𝜆  (West et al., 2004) 

Neighbourhood 
geometrical 

Verticality 
1-nz (Demantké et al., 2012) 

Software tips 

This manual is accompanied by a video tutorial in which an example of 
point cloud classification is visualized, performing a classification with two 
classes, bare ground points and vegetation. The point cloud used in this 
tutorial is attached to be used for software testing purposes. 

 

Execution of several Class3Dp processes 
If the user wants to execute several Class3Dp processes, run the 
Classes.exe file as many times as desired. 
 

Error output 
Any error raised while executing will be showed in the Log and/or saved in 
file “Filelog.log”, located in the main directory of Class3Dp. 
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Python libraries used 

All the python libraries used for the development of Class3Dp are: 

 Joblib (https://pypi.org/project/joblib/) 
 Keyboard (https://pypi.org/project/keyboard/) 
 Laspy (https://pypi.org/project/laspy/) 
 Logging (https://docs.python.org/3/library/logging/) 
 numpy (https://pypi.org/project/numpy/) 
 os (https://docs.python.org/3/library/os.html) 
 pandas (https://pypi.org/project/pandas/) 
 pptk (https://pypi.org/project/pptk/) 
 PyQt5 (https://pypi.org/project/PyQt5/) 
 Scipy (https://pypi.org/project/scipy/) 
 Scikit-learn (https://scikit-learn.org/) 
 sys (https://docs.python.org/3/library/sys.html) 
 tkinter (https://docs.python.org/3/library/tkinter.html) 
 traceback (https://docs.python.org/3/library/traceback.html) 

License 

This software is released under Attribution-NonCommercial-ShareAlike 
4.0 International (CC BY-NC-SA 4.0). More information can be found in 
the license.md file that accompanies the software. 
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